Desingularization of ADE Singularities via Deformation
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Figure 1: Visualization of passing from the A, to A; singularity utilizing a 1-parameter deformation.

Abstract

The topology and structure of the ADE singularities in terms of
their topological invariants are recalled. A representation of these
curves as Riemann surfaces is used to propose a novel technique of
visualization of multivalued complex functions. Here, not only the
entire domain is displayed, but also the method of domain coloring
is extended via utilizing a specific height function. The method is
applied in order to show the structure of singularities and to resolve
them. A sequence of 1-parameter deformations is used, each caus-
ing Milnor number to drop by one up to regularity. The changes in
the internal structure are interpreted and the whole process is visu-
alized via computer animation.

CR Categories: G.1.2 [Numerical Analysis]: Approximation—
Approximation of Surfaces and Contours; G.1.5 [Numerical Ana-
lysis]: Roots of Nonlinear Equations; 1.3.7 [Computer Graphics]:
Computational Geometry and Object Modeling—Curve, Surface,
Solid and Object Representations.

Keywords: visualization, animation, domain coloring, Riemann
surface, ADE singularity, torus knot, complex function.

1 Introduction

Today, the area of singularities of algebraic curves is a meeting
point of many mathematical disciplines, both theoretical and ap-
plied. The interactions and ideas of algebraic geometry, topology,
robotics, approximation theory or scientific visualizations — to men-
tion just few — make the subject of the singularities of algebraic
curves a very fruitful and exciting field of study.
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Singular points introduce complications not only in theory,
e.g. when computing an image of a curve in a suitable map, but
also in practice e.g. in numerical and scientific computations, ~’divi-
sion by zero”, linear dependence of vectors, discontinuous behavior
in certain characteristic values etc. If possible, we wish to eliminate
or to avoid them. One way is to replace them locally by a suitable
simplification process and to get a curve that no longer contains
singularities.

To achieve the goal, we consider the blowup technique and the de-
formation technique. They consist of multiple steps (e.g. via itera-
tion of a suitable procedure), where the complexity of the assumed
singularity is continually reduced. These changes can be captured
using special numerical values, called invariants that completely
characterize the structure and describe the changes of singularity
during desingularization.

Such important invariants are the Milnor number L (see sec. 1.1)
and torus knot type (see sec. 2.2). We use them to capture the topo-
logy and the structure of the ADE singularities (see sec. 3). We also
utilize a 1-parameter system of deformations (see sec. 5) for their
desingularization, each of these deformations causing Milnor num-
ber to drop by one up to regularity, i.e. until g = 0.

We use multiple illustrative techniques of computer graphics. We
consider the representation of the curves with ADE singularities
as Riemann surfaces (see sec. 1.3) to provide a novel technique
of visualization of complex functions, creating a tool CoFiViS (see
sec. 4.2). We also interpret the changes caused by the deformations
and demonstrate the whole process using computer animations.

1.1 Basic notions and definitions
We set N = {n € Z | n > 0} to be the set of positive integers and
Np := N U {0} the set of the non-negative integers.
Let x,y be indeterminates and let i, j € Ny. An expression of the
form o

f=rey)="Y cpx'y,

i,j€Ny

with ¢;; € C, is called a (formal) power series over C.

For f(x,y) anon-zero power series, the support supp(f) :={(i, ) €
N2 | ¢;j # 0} and the order of f is ord(f) :=min{i+j| (i,) €
supp(f)}. We set supp(0) = 0 and ord(0) = eo.



The usual addition and multiplication of the power series is used
and it makes the set of formal power series over C a commuta-
tive ring with 1, denoted C|[[x,y]]. Its proper subring of convergent
power series is denoted by C{x,y}.

We say that the formal power series f(x,y) is a polynomial
(with coefficients in C) iff supp(f) is finite. The degree of f is
defined as

deg(f) = { max{i+j 1) € swp(} /£

A polynomial f is called homogeneous of degree d, if all its terms
with non-zero coefficients have degree d. Subsequently, every
non-homogeneous polynomial f(x,y) of deg(f) = d can be writ-

ten as f(x,y) = fo(x,y) + ...+ fa(x,y), where fy(x,y) is non-zero
and each f;(x,y) is homogeneous of degree i.

Hereditary, the polynomials also form a commutative ring with 1
over C denoted by Clx,y], which is a proper subring of C|[x,y]].

A power series f is said to be irreducible, if it cannot be written
as a product of two non-constant coprime factors; otherwise it is
called reducible. The ring C[[x,y]] is a unique factorization domain,
therefore any element f of C[[x,y]] (and also of C[x,y]) may be
uniquely written as f =c- f{" -...- fi", where ¢ € C and f;(x,y) is
irreducible, so called component or branch of f. If m; = 1 for all i,
the power series (or polynomial) f is called square-free or reduced.

1.2 Plane algebraic curves and their local properties

In this paper, we focus on affine plane curves. They are defined
as a zero set of an equation f(x,y) = 0, where f: A?(C) — C is
a holomorphic function (e.g. polynomial or a power series) in two
indeterminates.

The simplest case is when f is a non-constant reduced polynomial,
i.e. f € C[x,y]. The (affine) plane curve is V(f) :={(x,y) € A%(C) |
f(x,y) =0}. The degree of a plane algebraic curve is the degree of
its defining polynomial, deg(V(f)) := deg(f). From now on, we
only use reduced equations.

We say that the curve V(f) is irreducible, if it cannot be written
as a union of two curves of strictly lower non-zero degree; other-
wise, it is reducible. Every curve can be uniquely written as a finite
union V(f) = V(f1)U...UV(fs) of irreducible curves V(f;) such
that V(f;) C V(f;) for i # j. The sets V(f;) are called the (irre-
ducible) components or branches of V(). Moreover, f = fi-...- fs
is the factorization of f.

A complex function of two complex variables, defined on some
neighborhood &/ C C? of the origin O := (0,0), is called holomor-
phic or (complex) analytic on U, if it can be expanded to a con-
vergent power series (Taylor expansion) in ¢. In particular, given
f € C{x,y} such that f(O) =0, there is a (Euclidean) neighborhood
U C C? of O € U such that f(x,y) converges. Therefore, the equa-
tion f(x,y) = O defines a restriction of the curve V(f) in ¢. This
enables us to define a local equivalence of plane algebraic curves.

Let f1: Uy — C and fo: U — C be two functions defined
on the (Euclidean) neighborhoods U;,U, of the point O € C?
such that f1(0) = f2(0) = 0. We say that functions fi, f> define
the same germ at the point O, if they coincide on some neighbor-
hood U C Uy N U, of O. In case of holomorphic functions, this
holds iff the power series expansions of f1, f> at O coincide.

The affine plane curve V(f) C A%(C) consists of two types
of points. The point P € V(f) is called a singular point (singulari-

ty) of V(f), if both partial derivatives %, g—; vanish at P. A point

which is not singular is called regular. We say that the curve V(f) is
regular or smooth if all its points are regular, otherwise it is called
singular. From now on, we assume the singularity to be placed
at the origin O. Clearly, this can always be achieved by a linear
coordinate change.

Let f(x,y) = fm(x,y)+ ...+ fa(x,y) and fi(x,y) be its homoge-
neous part of degree i, with f;,, f; non-zero. If O € V(f), m > 1
and if it is singular, m > 2. In either case, the polynomial f;, fac-
torizes into m linear components, each defining a tangent to V(f)
at O. The set of all such tangents is called the tangent cone of V(f)
at O.

A singularity P € V(f) of the reduced plane algebraic curve V()
can be only isolated ones, hence there exists a neighborhood ¢/ such
that Sing(V(f)) N (U \{P}) = 0, where Sing(V(f)) denotes the set
of all singular points of V(f).

Isolated singular points can be classified according to their inter-
nal structure upto isomorphism. This structure varies from very
simple, e.g. so called ordinary (having only different non-multiple
tangents to the curve at the corresponding point) to more compli-
cated ones. The complexity of singularities can be measured via
so called invariants, which are intristic values (numbers, rings etc.)
of the curve.

The Milnor number | is one of the most important of such inva-
riants. It may be defined in various ways, depending whether we
wish to emphasize its topological, algebraic or geometrical inter-
pretation; we choose the latter.

Let V(f) C C2. The ideal J(f) := <%, g—]yc> in the ring C{x,y}

is called the Jacobi ideal of f. The Milnor number u(f) of V(f)
at the origin is the dimension of C{x,y}/J(f) considered as a C-
vector space. If V(f) is a smooth branch, u(V(f)) =0. If it is
singular at O, the Milnor number is finite, because O is an isolated
singularity of V(f). In particular, if V(f) is irreducible, u(V(f)) is
even, otherwise odd. Moreover, we can break up any isolated sin-
gularity into u distinct ones, each with u =1 (see e.g. A; in fig. 2).
These new singularities are very simple, each is the union of two
smooth branches meeting transversely ([Wall 2004]).

For more information on the subject of plane algebraic curves see
[Greuel et al. 2007], [Wall 2004], [Brieskorn and Knorrer 1986].

1.3 Riemann surfaces

The concept of Riemann surfaces is fundamental in modern com-
plex analysis, topology and algebraic geometry. Moreover, such
surfaces are utilized also in several methods in computer graphics.
For example, [Yin et al. 2007] uses the universal covering to com-
pute the shortest cycles in each homotopy class of given surface.

In this paper, we use Riemann surfaces for representation of com-
plex plane curves, as the complex curve V(f) C C? can be consi-
dered as a real surface in R* 2 C?, picturing them in one’s mind is
not so natural as in case of real curves. Here, we give a short ma-
thematical background on Riemann surfaces, techniques developed
for their visualization are described in sec. 4.2.

Let X be a two-dimensional manifold. A complex chart on X is
a pair (U, ¢), where ¢: U — V is a homeomorphism and U C X
and V C C are open subsets. Two complex charts ¢;: U; — V,
i = 1,2 are said to be holomorphically compatible if the map
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is biholomorphic.



A complex atlas on X is a system of complex charts % =
{(Ui,d): U; C X,¢;: U — V;,i € I}, which are holomorphically
compatible and form a cover of X, i.e. J;c;U; =X. Two com-
plex atlases % and %' on X are analytically equivalent, if every
chart of % is holomorphically compatible with every chart of %/’.
By a complex structure on a 2-dimensional manifold X we mean
an equivalence class of analytically equivalent atlases on X. Thus
a complex structure on X can be given by a choice of the complex
atlas.

A Riemann surface is a pair (X,.), X being a connected 2-
dimensional manifold and .#” a complex structure on X.

Suppose X and Y are topological spaces. A mapping p: ¥ — X
is called a covering map, if every point x € X has an open neigh-
borhood U such that its preimage p~! (U) can be represented as
p I (U) = Ujes V), where the V;, j € J, are disjoint open subsets
of Y, and all the mappings p\vj: V; — U are homeomorphisms
[Lang 1999]. Suppose X, Y are Hausdorff spaces with X path-
wise connected and p: Y — X is a covering map. Then for any
two points x,x; € X the sets p~!(xo) and p~!(x;) have the same
cardinality. In particular, if Y is non-empty, then p is surjective.
The cardinality of p~!(x) for x € X is called the number of sheets
of the covering and may be either finite or infinite.

A meromorphic function f: ¥ — X is a function that is holomor-
phic on whole X except a set of isolated points, which are poles
of the function, i.e. f is meromorphic iff it is a rational function.

Assume that X and Y are Riemann surfaces and p: X — Y is a
non-constant holomorphic map. A point y € Y is called a branch
point or ramification of p, if there is no neighborhood V of y such
that p|y is injective. A branch cut L is a curve joining two branch
points in the complex plane. If we cut X along simple mutually dis-
joint paths between pairs of branch points of the function f, we get
a simply connected region on which we can define a singlevalued
meromorphic branch of the multivalued function.

2 Topology of plane curve singularities

2.1 Puiseux expansion. Characteristic exponents.

Let f(x,y) = ¥ jeN, c,~jxiyj7 coo = 0 be a power series. The formal
power series f(x,y) is called a y-general of order m, if £(0,y) =
cy™+(terms in y of higher degree), ¢ € C\ {0}, i.e. if coyy # 0
and ¢g; = 0 forall j <m.

The y-generality of finite order simply means that the y-axis is not
a tangent to V(f) at origin. Clearly, this situation can always be
achieved by a linear coordinate change ([Greuel et al. 2007]).

If f € C|[[x,y]] is irreducible and y-general of order m, then there
exists g(t) € C{t},g(t) = Y= ait’ such that (¢, g(t)) = 0. More-
over, t — (™, g(t)) is a parameterization of f ([Greuel et al. 2007]).
Thus, for a point (x,y) € V(f), we have x = x(¢t) =",y = g(t) =
g(xﬁ) =Y~ maixn . The fractional power series g(xi) € (C{xﬁ }is
called the Puiseux expansion of f. Such an expression can be ac-
quired via the Newton-Puiseux algorithm [Greuel et al. 2007; Wall
2004; Brieskorn and Knorrer 1986], where the power series g(r)
of the parameterization is constructed inductively in a sequence
of steps, term by term.

It is important to note, that we construct only local parameteriza-
tions, i.e. parameterizations of a curve branch upto the next sin-
gularity. Also, we may construct the parameterization of f using
n > m, but using minimal such m, i.e. utilizing the y-generality,
defines so called good parameterization of V(f), where to each

point of f corresponds only one value of # — which has many useful
and convenient consequences. Therefore from now on, we shall use
only good parameterizations.

Let g(xﬁ) = Y,~naix= be a Puiseux expansion corresponding
to a good parameterization (¢, g(¢)) of f(x,y) and assume that not
all exponents are integers. Then there is a smallest k| = :ZT], €Q\Z
s.t. ny,m are coprime and n; > mj > 1. The pair (my,n;) is called
the first Puiseux pair of f. If not all of the following exponents
are of the form mil,q > ny, the number kr, = m']lfnz with ny,my co-
prime and m; > 1 exists and (my,ny) is called the second Puiseux
pair. In general, if the Puiseux pairs (my,ny),...,(m;,n;) are al-
ready defined, then k; 1 is the smallest exponent for which the pre-
ceding exponents are expressible in the form ml‘{)-'mi and ki
cannot be so. Then k; | = mlnli%’ where n;y1 and m;y| are
coprime and m;y; > 1 and (mjyy,n;41) is the (i+ 1)st Puiseux
pair. This process always terminates and we get a finite sequence
(my,n1),...,(mp,n;) of integer Puiseux pairs.

Using a similar reasoning, we construct a special sequence of posi-
tive integers (m; f,. .., Br) via setting

Bi =min{k | a; #0,m 1k} ey = ged(m, By),
Bi =min{k | a; #0,e;_1 tk} e; = gcd(ei—1,B;)

with i = 2,...,r s.t. e, = 1. The algorithm always terminates, as
the parameterization g(r) was assumed to be good.

The sequence (m;pi,...,[B;) is called the Puiseux characteristic
of f, the numbers fB; are the characteristic exponents and the se-
quence (eg;eq,...,er) with ey := m is the associated Puiseux se-
quence. It can be proven that the characteristic is independent
of the choice of coordinates [Wall 2004].

The Puiseux pairs and the Puiseux characteristic with its associated
Puiseux sequence are for i = 1,...,r interrelated via the following
formulae [Greuel et al. 2007]:

ei_1
m=my-...-my m; =
. )
mn; Bi
Bi=—— nj=—.
mp-...-m; e;

2.2 Cable knots

A complex curve C C C? can be considered as a real surface in R* =
C2. Its intersection XC with a small sphere Sg around the singularity
is called a knot associated to a singularity of C: K =CN Sg. The
knot is independent of the sphere radius € for sufficiently small
€ > 0 [Brieskorn and Knorrer 1986]. For a plane curve singularity,
there is a nice description of the knot structure called the cable knot
or the iterated torus knot [Wall 2004],[Greuel et al. 2007].

If (x,y) = (t",g()) is a good parameterization of the branch V(f),
then for each x we have at most m values of y. Therefore, f can be

written as
m

P L
(o)) =u(e) ] (y—y (é’xw )) ;
i=1
where € is a primitive m-th root of 1 and u € C{x,y} is a unit.

The knot equation of a plane curve singularity has the form
x(t) =" y(t)=ayPr . +aiP

where (m;f4i,...,B;) is the Puiseux characteristic and ay,...,a, €
C are non-zero and properly picked, see e.g. fig. 4 (left). This is
isotopic to a real knot on the surface.



Now, if ¢ is viewed as a path around a circle S}, with radius p :=

{/86 >0, thenr = pe®,0 e (0,27). The image of the knot is given
by

x(0) = 58 y(0)=a V 5B1ePiO 1 a, N/ 8PP 2)

We see that the graph of the m-valued function y() are projections
of m copies of S}, onto the cylinder Q = S}J xC={(x,y): |x| =

/s).

Both the coordinates x,y in equation (2) are cyclic, therefore we
can conveniently graph them on a torus. This also enables us to
give the following geometric interpretation of the previous knot
construction. We start with a simple (untied) knot ICo &2 S}E and
consider the surface of its small tubular neighborhood, i.e. a torus
To- Now we construct a new knot /C; lying on 7y so that the co-
ordinate x represents wrapping m times around the parallels and
the coordinate y wrapping f; times around the meridians of 7y.
If the singularity is more complicated, i.e. the Puiseux character-
istic has r > 1 terms, we construct another tubular neighborhood
Ty of Ky and a new knot /Cp lying on 7;. This knot is again de-
termined by two integers specifying how many times it must turn
around 77 in either direction. It turns out that these two numbers

are given exactly by the next Puiseux pair (my,ny) = (%, 62—2) =
(gcg;(‘i;(:;i’flﬁ)ﬁ , gcd(mﬁi?, B) ), see equation(1). The final knot is con-
structed via a r-step iteration of the previous procedure, when if 7;
is a torus for the first i terms in equation (2), adding of the (i + 1)st
€it17 €iyl
explains the name cable knot and iterated torus knot.

term produces a knot of type < . The construction also

3 ADE singularities

In this paper, we focus on a very special kind of hypersurface sin-
gularities, the so called ADE or simple singularities [Greuel et al.
2007]. They are isolated and additionally, their internal (topolog-
ical) structure is very simple, e.g. they are describable by a single
Puiseux pair, which indicates the least complicated type of isolated
singularities. The ADE string itself is a standard Vladimir Arnold’s
notation for simple singularities. It is based on the deep connec-
tion of these singularities with simple Lie groups, where each of
the A-D-E denotes the corresponding Lie algebra.

In the plane case, the ADE singularities are defined as zero sets of
f €Clx,y| or f € C[[x,y]], where f has on of the following forms:

Ap: xkﬂ—i-y2 k>1 Eg: x4—0—y3
D x(* 24y k>4 E;: y(P+y) )
Ey: x4y,

see fig. 2, 3 for depiction of the real parts of several of the ADE
curves in a properly chosen coordinate system. The classification is
valid upto a coordinate change, for more see [Wall 2004], [Greuel
et al. 2007].

For k odd, the plane curves with the A; singularity are reducible —
they comprise of two lines or two generalized parabolas. The plane
D, singularities are all reducible — they consist of the y axis and the
Aj_3 singularity. The Eg and Eg singularities are irreducible, the
E5 one is not.

The parabola Ag : x4+ y? is usually excluded, since it is regular. The
Ay : x* +y? singularities are called nodes, the As: x> +y? singula-
rities cusps.

Ay Ay A
T T T T T T T T T T T T T
4 b 4 af A 4
2L = 2L i 2L i
yol 4 ol 4 vol R
2 4 2t 4 2t 4
4l 4 a4t 4 af 4
1 1 1 1 1 1 1 1 1 1 1 1 1 1 1
-4 2 0 2 4 4 0 4 4 2 0 2 4

T T x

As Ay As
T T T T T T T T T T T T T
s 4 4t 4t 4
2t 4 2t 4 2t 4
yof 1 yol 1 yol 1
2 | 4 2F 4 2 | 4
4t 4 a4tk 4 a4tk 4
1 il 1 1 1 1 1 1 1 1 1 1 1
-4 2 0 2 4 4 -2 0 2 4 4 2 4

Figure 2: Real locus of some of the complex plane Ay singularities,
including the regular parabola Ay.

Eg Er Eg
T T T T T T T T T T T T T T T
s 4 4t 4 a4t 4
2t 4 2t 4 2 4
yof 1 vo yof 1
2 L 4 2k 4 2L i
4t 4 a4t 4 at 4
Il Il 1 Il Il Il Il Il Il Il Il Il 1 Il Il
-4 2 0 2 4 4 2 0 2 4 -4 2 0 2 4

X xT X

Figure 3: Real locus of some of the complex plane Eg, E7, Eg sin-
gularities.

The ADE singularities are of a very special kind, either of so called
toric or quasitoric type [Hasset 2000].

Let p > g > 1 be integers. A plane curve singularity V() is said to
be of toric type (g, p), if it has the same topological type as x? 4 y4,
i.e. it is representable in such a way in a suitably chosen coordi-
nate system. The singularity C is of a quasitoric type, if it has the
topological type as one of the following:

x(xP4+y?)  with p>gq,
y(x*+y%)  with p>gq and g{p,
xy(xP +y?)  with p>g and g1 p.

We see that the A; and D4 singularities are of the toric type, the
Dy, k > 4 of the quasitoric type, the Ej singularities of the toric
(Eg, Eg) and the quasitoric type (E7).

The numbers (g, p) represent precisely the torus knot type of given
singularity and thus also their topology. In fig. 4, we see knots for
each of the Ay,A4,A¢, Eg, Eg plane singularities. Their respective
Puiseux pairs are Ay: (2,3) (the trefoil knot), A4: (2,5) (the cin-
quefoil knot), Ag: (2,7), Eg: (3,4) and Eg: (3,5). The A; for k
odd are not given, because the curve factorizes into regular factors
and thus the knots of respective branches are trivial, the D; sin-
gularities are a union of the y-axis and the A;_3 singularity (their
knot is a union of the trivial and the (2,k — 2)-knot), and the E7 is
of the same topological type as the union of the x-axis and the A,
singularity (its knot is the union of the trivial and the trefoil knot).

In all the cases, the indices &,6, 7, 8 refer to the Milnor number 1t of
given ADE singularity. This invariant is for the toric and quasitoric,



8o

=

\;‘/ ({

Figure 4: Figures of the knots associated to the Aj,A4,Aq, Eg, Eg
singularities, from left to right: the torus knot depicted on the 7y
torus (left), the knot itself (middle) and the projection to the (x,y)-
plane (right).

and thus for the ADE singularities as well, computed as follows:

pE?P +y7) = (p—1)(g—1),
Hx(x +y1)) = (p—1)(g—1)+2g—1
py(P +y)) = (p—1)(g—1)+2p—1.

4 Visualization of complex functions

To visualize a real function f: R — R, we draw a graph y = f(x)
in a two dimensional Cartesian coordinate system in R? via iden-
tifying one axis with the domain of the function and the other axis
with its codomain. This method meets with some difficulties when
we want to extend it to a complex function g: C — C. The main
problem arising is that C has a real dimension 2, thus we need a
4-dimensional real space to depict the graph of a complex function

w=g(2).

The plane complex curves can be naturally represented as Rie-
mann surfaces. However, there are only few publications on their
computer-aided visualization. Some work has been done by Trott
for Wolfram Research. In the paper [Trott 2002], the symbolic
derivation and nonlinear equations solver provided by Mathema-
tica [Wolfram Research 2013] was used to compute 3D plots based
on an explicit function definition. The most recent work [Nieser
et al. 2010] deals with automatic generation of Riemann surfaces.

4.1 Domain coloring

One of the newest approaches to visualization of complex functi-
ons is the domain coloring. This method was introduced by Frank
A. Farris on his webpage [Farris 2012]. Farris’s method comprises
of two main steps: 1. color the codomain w, this may also utilize
a random image or a parametric texture, 2. assign a corresponding
color of f(z) to each point z of the domain.

Another variation of domain coloring can be found in [Lundmark
2004]. The author picks a continuous radial color gradient with
center at the origin of the polar coordinate system that assigns a
unique color to every value of the angle.

One of the latest methods of visualizations of complex functions
with domain coloring was published in [Poelke and Polthier 2009]
and it works as follows. We work on the unit ball B; given by a
parameterization By = {(rcos¢ cos8,rcos¢sinf,rsing) |0 <r <
1;¢ € (0,m),0 € (0 27m) }. To define the color gradient, we assign
the HSB color gradient as follows: the color tone corresponds to
the angle 6, the tint to the radius r and the brightness defines the
angle ¢. We compose the coloring function col into two functi-
ons col = co p, where c: By — HSB, p: V — B and V being the
codomain of the visualized function. The function c is defined in
such a way that the south pole of the sphere B is black, the equator
has color with the maximum tint and brightness and the north pole
is white. As the function p may be chosen e.g. the inverse of the
stereographic projection, which in the black color is assigned to the
point 0 and the white color to c. Also, we wish the gradient to be
continuous and to engage the whole color spectrum. This work flow
can be used to color Riemann surfaces (see sec. 1.3) or any other
parameterized regular surface.

Via the coloring, we are able to detect visually zeros and poles of
given function. We can also see the deformation of the domain of
the function. So far, we cannot determine the velocity of the value
of the absolute value of the function f. We can only ascertain the
direction of the growth from O to . Therefore semitransparent
layer with concentric circles and a repeating grayscale gradient is
used in [Lundmark 2004]. To determine the radius of the circles, the
logarithmic function was used. This gives an exponential growth of
the radius. In the end, k half-lines are drawn, starting in 0 and
intersecting the k-th root of unity. Moreover, it is possible e.g. to
find out whether the given function preserves angles or not via the
obtained grid [Poelke and Polthier 2009].

4.2 CoFiViS: Visualization of Riemann surfaces

We created the CoFiViS tool for visualization of Riemann surfaces
using the open source program Blender [Blender 2013]. It can be
used to create 3D models, animations and games. Incorporated
scripting language Python [Python 2012] enables the user to uti-
lize predefined functionality and define new one. At the present
time, the implementation of CoFiViS is still in progress, it is a part
of the Dissertation Thesis of the second author. It will be available
online after the Thesis defense, not later than April 2014.

At first, we present a simple example of a multivalued function, the
square root f(z) = /z. This function has two branches, because
the square root assigns to one point p # 0 two different values, see
fig. 5. These two values can be calculated using the goniometric
form of the complex number: if z = re?, the square root of z is
Vz= \ﬁei("’/ 2), where \/r is the real square root of the distance of
the point z from 0.

To start with, we choose /p = a, see fig. 5, top. If we move along
a path A, starting and ending at the point p and not containing 0,



Figure 5: The top figures give evidence that the square root of a
complex number p # 0 has two different values a,b. The bottom
figures display the Riemann surface of the square root from two
different points of view.

the image of the path will start and end at the point a. If we move
along the circle B from the point p around 0 again to p, the image
of the circle will start at the point @ and end at the point b. We get
to the point a after second round around 0 along the circle B. This
is due to the fact that the point O is a branch point of the function

f(@) =z

The Riemann surface of the square root is constructed as follows.
First we choose the branch cut. Here, we choose the ray [ = {z €
R;z > 0}. The complement is set E = C\ /. As the square root
assigns two images to one preimage, we need 2 copies of the set E,
denoted Ey, E, with their branch cuts [, /;. Next, we connect these
copies along the branch cuts. The Riemann surface of the square
root is displayed in fig. 5, bottom.

In this paper, we visualize Riemann surfaces . of /p(z), where
p2) =TI (2 — a;)bi is a polynomial and ay,...,a, are all dis-
tinct (see 3). If the multiplicities b; of the roots a; of p are all
even, there are two single-valued meromorphic branches fi(z) =

- aj)b//2 and f>(z) = —f1(z) of \/p, so the Riemann sur-
face . of /P is a disjoint union of two spheres, each being a do-
main of the branch f;. The Riemann surface . of ,/p consists of
two copies of the region E = X\ L, denoted E; and E», the domains
of f1, f> respectively. Since we cannot pass from one branch to ano-
ther by a meromorphic continuation of /p, we do not join Ey and
E», but instead we regard the surface .7 as a 2-sheeted unbranched
covering surface of X consisting of two disjoint spheres.

Hence, we assume that the multiplicity b; of some root a; of p is
odd. We write \/p = g\/r, where ¢ and r are polynomials, and r is
non-constant and squarefree. Since ¢ is a singlevalued and mero-
morphic on X, the construction of the Riemann surface of /p is
topologically identical to that of y/r. That means, the crossing of
the layers and the position of branch points are the same. Therefore
by replacing p by r we may assume that p has distinct roots and is
not constant, i.e. m > 1 and each b; = 1.

If mis even (m = 2k), ay,...,a,, are the only branch points, but if m
is odd (m =2k — 1), there is a branch point lying over ay;, = oo. In ei-
ther case, there is an even number of branch points over ay,...,a,
so we cut X = CU{eo} along simple mutually disjoint paths from
ajtoap,aztoay,...,axy_1 to axy and get aregion E. The Riemann

surface . can be formed by taking E, E;, each being a domain of
a meromorphic branch of /p, and joining £} to E, along lines ly-
ing above the k cuts in X. This gives us a 2-sheeted surface .% of X,
homeomorphic to a sphere with £ — 1 handles attached [Jones and
Singerman 1987].

The function /p(z) has two branches, as the polynomial p(z) is
a single-valued function and the second root is a 2-valued functi-
on. In the first step, we created two approximations of the unit
sphere with center at the origin (0,0,0) parameterized as S? =
{(cos(t) cos(u),cos(r) sin(u),sin(r)) [t € (5,5 ) ,u € (0,2m)}.

In CoFiViS, the user can also choose the level of detail of the appro-
ximation, in particular, the global number of vertices.

Utilizing the color gradient method, we change the position and
color of the vertices according to the value of the function [Valikova
and Chalmoviansky 2010]. At first, we compute the coordinate
of the vertex in the complex plane via the inverse stereographic
projection [Jones and Singerman 1987]. The complex number
z = a+ bi assigned to each vertex is represented in its goniome-
tric form z = re'® and substituted into the function formula. The
color gradient, see fig. 6, presents the values of the argument of the
function.
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Figure 6: Visualization of the value of the argument of the function
f(z) via color gradient.

After assigning color to all the vertices of the first layer, the program
proceeds to the second layer. The second branch of the function is
given by formula —f(z). At first, the two layers coincide. To se-
parate them, we change the distance of the vertices from the point
(0,0,0). The distance is calculated using the modulus of the functi-
on multiplied by the argument of the value of the function. This
causes the singular points, or so called roots of the polynomial to
lie on the domain sphere with the radius » = 1. In the end, the first
layer lies in a different distance from the origin as the second layer.

During the implementation, certain inaccuracies appeared. Few
layers were connected improperly, see fig. 7. This was caused
by the change of the number of roots which are encircled by the
vertices, which are on the same plane parallel to plane given by
axes x and y. Therefore, we used the linear interpolation method
to connect them properly. There was a sudden change in the color
is caused by the implementation of the argument of the complex
number by Python. We corrected it by swapping the corresponding
part of the first layer with second layer.

4.3 Interpretation of visualizations

To provide the reader with a detailed interpretation of the figures,
we choose visualization of the function f(z) = v/ —23, see fig. 8.

We see the graph of the function f(z) from two different points of
view. In the left figure, the direction of the camera corresponds to
the y-axis (the front view). In the right one, the direction corre-
sponds to the negative z-axis (view from the top). The left figure
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Figure 7: In the left figure, we see the sudden change of color of
the semitransparent layer from red to blue color (see the electronic
version). We also observe the discontinuity of the height of the
semitransparent layer in the lower part of the visualization. The
right figure shows the same object after the correct linking of the
layers.

proves that the resulting function has two layers, each correspon-
ding to one of the two branches f(z) and —f(z) of the square
root function. When we encircle the point 0 along a image of
a circle with the centre in point O in the clockwise direction, we
see three repetitions of the color gradient, corresponding to z> in

fl2)=vV-2.

We also observe that the graph forms a cone around the point 0.
This is due to the fact that 0 is also a branch point of the square root
function as well, so the two layers of the graph meet at this point.

The color gradient is continuous in the entire visualization, indi-
cating that the value of the argument of the function is also conti-
nuous. There are no discontinuities or leaps in the semitransparent
layer, meaning that the value of the modulus of the function is also
continuous. From the shape of the semitransparent layer we can
also ascertain the direction of growth of the modulus of the functi-
on.

Figure 8: The graph of the function f(z) = v/—z3 from two different
points of view: left the front view (the direction of view is the y-
axis), right the top view (negative z-axis direction). The graph has
two layers corresponding to the two branches of the square root
function, and the color gradient repeats three times due to the 3rd
power of z.

5 Deformations of ADE singularities and
their visualizations

The technique of deformations is a fundamental method in e.g. al-
gebraic geometry and related mathematical disciplines; in Com-

puter Graphics, the deformations are used e.g. in morphing. How-
ever, the visualizations of deformations of complex functions are
very scarce. So far, in the range of Computer Graphics, the ap-
proach similar to the proposed one is unknown to the authors. They
are also not aware of any other work connecting singularities and
complex function visualization in the presented way.

Loosely speaking, a deformation is a “slight change” of given ob-
ject (e.g. of a curve or a function) in such a way, that the newly cre-
ated object still carries enough information about the original one.
The term “slight” can be on certain examples illustrated visually,
but in general, this is not possible. The proper algebraic condition
is expressed via the notion of flatness (see [Greuel et al. 2007]). For
our purposes, the intuitive idea of a continuous transformation from
one object to another suffices.

The complexity of given ADE singularity is given by its Milnor
number, indicated by the subscript k. The presented continuous
blend A, — A;_ allows us to decrease this number by one, which
is the smallest possible step, up to regularity (k = 0); the animation
comprehensibly captures the changes in the structure. Although the
deformation \/a(f — L) — f, where f is the original function, a €
(0,1) is the parameter and L a linear (=regular) function, is the most
effective deformation in the sense that the singularity is removed
in one step, this blend is not demonstrative enough, because the
changes in the structure are not sufficiently detailed.

Here, we describe in detail the deformation between the A, and A
singularity in its normal form given by equation (3). For the sake of
simplicity, we choose a 1-parameter deformation given by f(z) =
Va(z3 —72) =73, where a € (0,1) is the parameter. This system
provides a decrease of the Milnor number by one. By changing the
parameter, we get a sequence of images demonstrating the conti-
nuous changes of the topology between A, and A; singularity. In
fig. 9, we see such a sequence for the sampled values of the para-
meter a = 0,0.4,0.8, 1.

In animations, we used an approximation of a sphere, where meri-
dians are approximated by a polygonal line with 125 vertices and
parallel lines approximated by a polygonal line with 250 vertices.
To get a continuous final sequence, we changed the values of a
from O to 1 by 0.01. That means, we get animation consisting of
100 different frames.

In fig. 9, the top left figure presents the function
f(2) = Va(z? — 72) — 23 for the parameter a =0, i.e. f(z) = V23
which is the cuspidal (see 3) curve with the A singularity. The
corresponding Riemann surface was described in detail in sec. 4.3.
The next two figures illustrate the change between A, and A;. We
see that one singular point moves along the negative real axis from
0 to 0. In the top right figure, we see the Riemann surface of the
function f(z) = v/ —z2, i.e. the curve containing the A; singularity
at origin. Because the exponent is even, the surface consists of two
separate parts, intersecting in the left side of the right-most figure.
The graph has one singular point z = 0 and one singular point at
the infinity.

In our work, we have also visualized the deformation between A3
and Ay, see fig. 10.

6 Conclusion and future work

In this paper, we described and visualized the topology and struc-
ture of the ADE singularities in terms of the numerical and topo-
logical invariants such as Milnor number and its interpretation via
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Figure 9: From left to right, the figure illustrates the changes of the
graph of the deformation between the A, and A; singularities for
the sampled values of the parameter a = 0,0.4,0.8,1. In the top,
the graph is displayed from the top, in the bottom, the graph from
the front.
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Figure 10: The figure depicts change between the A3 and A; singu-
larities for the sampled values of the parameter a = 0,0.4,0.8, 1.

knot associated with a singularity. In presence of more irreducible
branches, a link has to be considered.

We used a 1-parameter system of deformations for their desingula-
rization showing the local structure of the singularity. In an analo-
gous way, the deformation of Ay — A;_| can be constructed. We
also handled the plane D; singularities, because they are all re-
ducible, with one of the components being regular and the other
having an A;_3 singularity. The deformations of Ej are part of the
future work.

We also used the notion of Riemann surfaces in order to propose a
novel technique of visualization of multivalued complex functions.
The novelty consists of displaying the whole domain of the func-
tion and extension of the existing domain coloring method with a
specific height function.

Here, we focused on visualization of singularities of plane algebraic
curves, thus a natural extension leads to visualization of singular-
ities of curves lying on an algebraic surface. It is also planned to
consider the deformations for surfaces with isolated singularities
given by equations analogous to equations (3).

Technically, the visualization will be adapted using subdivision of
the mesh and alternative ways of meshing of the sphere, and using
antialiasing techniques in order to reduce complexity of computa-
tions in models and animations.
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